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Course Objectives: This course will provide students with the overall structure of the 

Conversational AI pipeline including Speech Processing, Recognition, and Synthesis and 

building end to end workflows using NeMo and Jarvis SDK. 

 

Introduction: Fundamentals of Speech Processing, Applications of Speech Processing and 

Deploying NLP, ASR and TTS modules in Jarvis. 

 

Fundamentals of Speech Processing: Introduction to Statistical Speech Processing, HMMs 

for Acoustic Modeling, WFTS for Automatic Speech Recognition (ASR), Basics of Speech 

Production, Tied State HMMs, Introduction to NNs in Acoustic Modeling 

(Hybrid/TDNN/Tandem).  

{Papers} 

 

Automatics Speech Recognition (ASR): ASR - DNN models (Jasper, QuartzNet,  Citrinet, 

Conformer-CTC), Open-source Datasets, Language Modelling: N-Gram, Neural Rescoring. 

{Survey , Jasper, QuartzNet, CitriNet , Nemo} 

 

Applications of Speech Processing: Speech Commands: Speech Commands Recognition 

using MatchboxNet. Overview of Noise Augmentation, Voice Activity Recognition and 

Speaker Recognition. 

{Survey, Nemo} 

 

Speech Synthesis: Text Normalization: Preparing Dataset and Text Normalization for input 

to Speech Synthesis model. Introduction to Text-to-Speech (TTS) Models:- Mel Spectrogram 

Generator: - Tacotron-2, Glow-TTS, Audio Generators:- WaveGlow, SqueezeWave. 

{Papers, Nemo} 

 

Jarvis Deployment: Introduction to Jarvis, Overview of Jarvis ASR, NLU and TTS APIs, 

Introduction to Jarvis Dialog Manager. Jarvis Deployment:- Nemo model deployment for 

ASR, NLP and TTS. 

 

Laboratory Work: 

● Practical Exercise on Statistical Speech Processing. {Traditional Signal Processing} 

● Automatic Speech recognition with NeMo on English Dataset. 

● Automatic Speech recognition with NeMo on Indic Language(Hindi) Dataset. 

● NeMo Speech Commands Recognition using MatchboxNet, Noise Augmentation, and 

Speaker Recognition. 

● Text to Speech using Tacotron-2 and WaveGlow with NeMo on English Dataset. 

● Text to Speech using Tacotron-2 and WaveGlow with NeMo on Indic Language 

(Hindi) Dataset. 

https://github.com/zzw922cn/awesome-speech-recognition-speech-synthesis-papers
https://arxiv.org/abs/1904.03288?utm_source=feedburner&utm_medium=feed&utm_campaign=Feed%253A+arxiv%252FQSXk+%2528ExcitingAds%2521+cs+updates+on+arXiv.org%2529
https://arxiv.org/abs/1910.10261
https://arxiv.org/abs/2104.01721
https://docs.nvidia.com/deeplearning/nemo/user-guide/docs/en/main/asr/intro.html
https://github.com/zzw922cn/awesome-speech-recognition-speech-synthesis-papers
https://docs.nvidia.com/deeplearning/nemo/user-guide/docs/en/main/asr/intro.html
https://github.com/xcmyz/speech-synthesis-paper
https://docs.nvidia.com/deeplearning/nemo/user-guide/docs/en/main/tts/intro.html


● End-to-End Conversational AI Model (Any Language): ASR/NLP/TTS with NeMo 

and Jarvis. 

 

Course Learning Outcomes (CLOs) / Course Objectives (COs): 

After the completion of the course the student will be able to: 

1. Understand Speech Processing pipeline for various applications with accelerated 

computing. ASR, Speaker Recognition etc. 

2. Exploring Speech Synthesis on various data sets. 

3. Deep practical hands-on experience from training to deployment of these 

applications using NVIDIA GPUs and Toolkits:- NeMo, and Jarvis. 
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